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Abstract

The technique of compensating the effect of Isloptical communication system described here is

equalization .This technique of equalization isduf® compensating the effect of I1SI in the chanmbkich causes
disturbance in the signal, which is transmittedefEhare various types of equalizers are used degengon the
application used and the kind of system in whichsitused. The most important purpose of the ecqatédia

technique is to correct the channel frequency nespoThey not only correct the frequency respoffiskeochannel
but also cancel the effects of multipath signal ponent present in the system. This paper aimsudyisty and
simulation of equalization techniques; here twoetymf equalization techniques are stimulated, twey Zero
Forcing Equalization and MMSE Equalization. Heretlwese techniques filters are used at the receigmd) to

cancel the effects of ISl in the received sign&roiduced by channel impulse response. As Inter $yinlerference
is considered to be one of the most challengindlpros encountered in fiber optical communicatiostam so as
to remove the effect we can apply equalizer atréceiver to undo the effect of the channel by aipglyn inverse
filter. The First technique used is zero forcindg-2qualizer to reduce the effect of inter symimtdiiference (1SI)

introduced by the channel impulse response. Thensemethod used Minimum Mean Square Error (MMSE)

equalizer to reduce the effect of inter symbol riigieence (ISI) introduced by the channel impulsspomse.
Simulation result shows that the Minimum Mean Sgquarror (MMSE) equalizer reduce the effect of irgkgmbol

interference (ISI) better as compare to that ob Zercing (ZF) equalizer.

Keywords: Equalizers, Zero Forcing Equalizers, and MinimMiean Square Error Equalizers, BER, SNR.

Introduction

Thus in designing of any communication system
which can be complex and large it is necessarydhat
device communicate digital information to other idev
This information can be digital information as weal
Analog information. Digital Technology translatesda
reassembles data and in the process is more prdosst
of quality as compared to analog technology. Comput
advancement has enabled use of error detectioeraod
correction techniques to remove disturbances ciglfy
from digital signals and improve quality. Therefore
the design of the transmitting and receiving fitethe
objective is to minimize the effects of ISI, anctbby
deliver the digital data to its destination witke ttmallest
error rate possible. The main components of
communication system are transmitter and receiner a
channel. However the process of communication using
fiber-optics involves creating the optical sigmalalving
the use of a transmitter, relaying the signal aldimeg
fiber, ensuring that the signal does not become too
distorted or weak, receiving the optical signal,dan
converting it into an electrical signal. Here Edgels are
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used which are used to estimate the transmitted
bits/symbols in such a way that it eliminates tffeat of

the channel. The main purpose of the equalizeris t
reduce the Inter Symbol Interference without enfranc
the additive noise power [8]. Here two types of
equalizers are used, one is Zero forcing Equatindrthe
other is Minimum Mean Square Error Equalizer. These
both equalizers are used to mitigate the effe¢Bbf

Impact of Inter Symbol Interference

As we know that the disturbance we face while
communication is some sort of disturbance or distor
and Inter symbol Interference is a (ISI) is a form
of distortion of a signal in which one symbol irfiezes
with subsequent symbols. ISI is caused by multipath
propagation or the inherent non-linear frequency
response of achannel causing successive symbols to
"blur" together. The presence of ISI in the system
introduces errors in the decision device at thesiver
output. Basically when ISI occurs this energy leate
other and this affects the system in various wagh s
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the path loss becomes more, the power penaltyall#d t
increases more rapidly for highly dispersive chismdee

to the shorter slot duration, It becomes imposstbole
achieve high data rate or transmission distandeigh-
speed multimode Fibre-optic links for local area
networks applications and these all results intgraided
Performance. Thus the important performance
parameters of any communication systems are signal
noise ratio and bit error rate [5] .Thus to minienithe
effect of ISI , SNR is maximized in the system [9].

Bit Error Rate

With the increase in use of high speed
communications systems, the use of the term bdrerr
rate (BER) is becoming more popular. BER is commonl
used as a performance metric which describes the
probability of error in terms of number of bits
transmitted or we can say in simple terms it is rdi#o
between the numbers of bits received in error ¢éottal
number of bits received .Thus BER is the probabiit
receiving a single bit in error [5].
Signal to Noise Ratio

SNR measures the quality of a transmission
channel or an audio signal over a network chanmet .
greater is the ratio, the easier is to identify afichinate
the source of noise. Thus signal to noise ratarislative
measure of the signal power compared to the noise
power.Ey/Ng is a normalized signal to noise ratio. It is
the energy per bit to noise power spectral dematip.
Ey/Ng is closely related to the carrier-to-noise raGiNR
or C/N), i.e. the signal-to-noise ratio (SNR) ofeth
received signal, after the receiver filter but befo
detection:

i o

C/N — B/ Ng - =

Where f (b) is the channel data rate (net bijredtnd B is
the channel bandwidth

T h

Equalization

Equalization is the process of adjusting the
balance betweeinequencycomponents within  an
electronicsignal The most well-known use of

equalization is irsound recording and reproductibat
there are many other applications in electronicd an
telecommunications. The circuit or equipment used t
achieve equalization is called an equalizer. Tlieséces
strengthen (boost) or weaken (cut) the energy etifip
frequencybands In telecommunications, equalizers are
used to render thfieequency responsefor instance of a
telephone line—flat from end-to-end. When
achannehas been "equalized" tlfiequency domain
attributes of the signal at the input are faithfull
reproduced at the output. Telephori2SL lines and
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television cables use equalizers to prepare dgtalsi
for transmission. In telecommunications, equalizans
used to render thfeequency responsfor instance of a
telephone line flat from end-to-end. Whect@annehas
been "equalized" thigequency domairattributes of the
signal at the input are faithfully reproduced a tutput.
TelephonesDSL lines and television cables use
equalizers to prepare data signals for transmission

In the field of audio electronics, the term
"equalization” has come to include the adjustmeint o
frequency responses for practical or aestheticoregs
often resulting in a net response that is not truly
equalized. The term EQ specifically refers to trasiant
of the term . Stereos typically have adjustable
equalizers which boost or coissor treblefrequencies.
Broadcast and recording studios use sophisticated
equalizers capable of much more detailed adjussnent
such as eliminating unwanted sounds or making icerta
instruments or voices more prominent.

Equalizers are critical to the successful
operation of electronic systems suchaaalog broadcast
television In this application the actualaveformof the
transmitted signal must be preserved, not just its
frequency content. Equalizing filters must cancet o
anygroup delay and phase delgtween different
frequency components.

He ()

Fk—i—) >
|

AWGN

Fig.1 Dispersive Cannel Model

Principle of Equalization

AN . T\
Ty Helf) [ Helf) (1)

| B
Impulses AWGN

Fig.2 Communication through Equalizer.

He(f) | Decision

The channel response of dispersive channel is
given by H [ ()] and H fr (f)] is the transfer function
of the transmitting filter andH[R (f)] is the transfer
function of the receiving filter. In order to constt the
transmitting and receiving filters in advance wehéo
know the channel response.

Now we have to fix the values of the
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transmitting filter and choose that value of theeieing
filter in such a way that the following conditiors i
satisfied,

sin(7wt/T") cos(mat/T
wt/T 1 — 4a?t?/T?

What we want eventually are the samples at interval
at the receiver. Therefore, we

May choose to build a simpler (practical) filter
HR(f) , take samples at intervals T, and put a digital
filter, called equalizer, at the output to elimmds| as
shown below in the figure.

L
Hiz) +—— (% LN Equalizer P« Decision
| [ L

Nk
Fig.3: Equivalent discrete time channel communicatin
system model with colored noise.

The main advantage of this approach is that a
digital filter is easy to build and is easy to alfer
different equalization schemes, as well as toiffecent
channel conditions. Here we are considering two
equalization schemes one is zero forcing equalizer
other one is Minimum Mean Square Error Equalizet an
then we compare these two in order to explain whbich
is best.

J‘(f =

Iy —

Zero Forcing Equalizer

First, let us consider the use of a linear
equalizer, i.e., we employ an LTI filter with

Transfer function H [E (2)] as the equalizing
circuit. The simplest way to remove the ISl is twose
H [E (2)] so that the output of the equalizer gilmeck
the information sequence, i.e., b (Ik) = Ik for &llif
noise is not present. This can be achieved by gimpl
setting the transfer function H [E (z)] = 1=G (Z)his
method is called zero-forcing equalization since k8l
component at the equalizer output is forced to zkeo
corresponding impulse response f [h (E)]; k (g) baran
infinite length sequence. Suitable truncation aathy is
applied to get an approximation. We note that tfece
of the equalizing filter on the noise is neglectedhe
development of the zero-forcing equalizer above. In
reality, noise is always present. Although the ISI
component is forced to zero, there may be a chtrate
the equalizing filter will greatly enhancing the is®
power and hence the error performance of the regult
receiver will still be poor. To see this, let usamate the
signal-to-noise ratio at the output of the zerceiiog
equalizer when the transmission filter HT (f) isefil and
the matched filter issued at the receiving filter.
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Hr(f) = H*t (f) H*c(f)

In this case it is easy to say that the digitaéfiH (z) is

given by:

TG I = [H t (-n/T) H ¢ (f-n/T)] 2
N=oe to ©

The noise filtering H [w (z)] can be chosen as H [w

(2] = 1NH [w (22T,

Since the zero-forcing filter simply inverts thdeet of

the channel on the original

Information symbols Ik, the signal component at its

output should be exactly Ik. If we model the Ik iabs

random variables with zero mean and unit variatizen

the PSD of the signal component is 1 and hence the

signal energy at the output of the equalizer i§ jus

1/2T
i _‘I-]-I_..-JT L‘Ef == ].Ill'er.

MMSE Equalizer

The zero-forcing equalizer, although removes
ISI, but may not give the best error performanaetii@
communication system as it does not take into atcou
noises in the system. different equalizerthat takes
noises intoaccoutt is the minimummeansquare error
(MMSE) equalizer. It is based on the mean squena e
(MSE) criterion [7]Without knowing the values of the
information symbolslk beforehand; we model dac
symbol Ik as a random variable. Assunthat the
information sequence {lk} is WS S.
We choose a linear Equalizet [E (z)] to minimize the
MSE between the originahformationsymbolslk and

the outputof the equalizefk

MSE = E[,zk] = E [Ik-IK]

Let us employ the FIR filter of order 2L+1 as the
equalizer. We note that a delay of L symbols isuined

at the output of the FIR filter. Then

I 2
MSE = E [(Ik - > f;;_jh_a_j) }
F=—L
I [(f;\. = f{h;.;)?]

Where

fi= [fer - B
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T Simulation Results
hg = [hE,—L 27T hE,L] The method which is used to filter the received
signal to cancel the ISI introduced by the channel
impulse response is generally known as equalization
Design systems such that the impulse responseoi$ sh
K 4z A 2 ST B enough that very little Energy from one symbol sreea
‘ into the next symbol. Applying an equalizer at the
re~(50) Aon o e receiver, that, broadly speaking, attempts to utit®
4 < el effect of the channel by applying an inverse filtdere
L P we have compared two equalizers with a delay s t
in both the cases and the result is shown on ahgirap

.
()=
—

which y-axis is logarithmic scales and x-axis iqmd
scale.
=¥ In the first view, we look towards the effect of
Fig 4 FIR filter as an MMSE Equalizer ISI on the received s_ignal with some noise without
We wart to minimize MSE by suitable choices of: applymg _the _ZF equ_allzer at the receiver. T_he arap
H[E], L. - -+ H [E].L. obtained in this case is as shown below. This gisphe

Differentiating with respect to each [E (j)] and theoretical wew WhICh!IS impossible to exist.

setting the result to zero, et

E [(Ik = 'f{h;_—)} =0

: :
[ = # = Therortical BERZFE)|

Rhg =d 3
Where 8

R=E [Iklﬂ

— Eb/No, dB
d=F |:IRIR Fig.5 Theoretical Bit Error Rate probability curve.
In the second view we look towards the effect of

If R and d are available, then the MMSE equalizer be ISI on the received signal with some noise withngsi
found by solving the Equation matrix. It can be who Zero Forcing Equalizer at the receiver end .Theplgra
that the signal-to-noise ratio at the output of KiISE obtained is a simulated in nature ,as shown irfiiee
equalizer is better than that of the zero-forciggagizer. below.

The linear MMSE equalizer can also be found iteedyi.
First, notice that the, MSE is a quadratic functedrhE.
The gradient of the MSE with respect to hE gives th
direction to change hE for the largest increasehef
MSE. In our notation, the gradient is j (d j RhEp
decrease the MSE, we can update h E in the directio
opposite to the gradient. This is the steepest efesc
algorithm: At the kth step, the vector h E (k) jsdated

as

hp(k) = hg(k — 1) + p/d — Rhg(k —1)| o 2 E s E 0

Bit Error Rate(BER)

Eb/No, dB

Fig 6 Bit error probability curve for Compensate ISl using

Where, - Zero Forcing (ZF) equalizer.
u is the small positive constant that controls ridte of In third view we can see that if we combine
convergence to the optimal solution. both the above mentioned graphs we see that after

applying ZF Equalizer the BER VS Normalized SNR i.e
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Ey/No which can be explained as the energy per bit to
noise power spectral density ratio, is better twath
applying zero forcing equalizer, as to match theveu
obtained from ZF Equalizer to the theoretical curve

Bit error probability curve for Compensate 1S| using Zero Forcing (ZF) equalizer
T

T T T
"7 —%—. 5 Tap Samulated BER(ZFE)
— # = Therortical BER(ZFE)

Bit Error Rate(BER)

Eb/No, dB
Fig 7 Bit error probability curve for  Compensate (ISI)
Now in the fourth view we show bit error probalyilit
curve without using any equalizer.

[SORROON I = # = Theoritical BER

Bit Error Rate (BER)

Eb/No, dB
Fig.8 Theoretical Bit error probability curve for
Compensated (ISI).
Now in fifth view we see the simulation curve foFZ
Equalizer & MMSE Equalizer.

T T T
SRR EERRRE #=" Simulated BER ZF equalizer
) B - Simulated BER MMSE equalizer

Bit Error Rate (BER)

Eb/No, dB
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Fig.9 Simulated Bit error probability curve for Compensate
(ISI) using MMSE equalizer and ZF equalizer.

In the given below graph we show the view in whiah
explain which equalizer is better, thus higherhis 8NR
i.e. if signal to noise ratio will be higher thahe better
will be BER. Thus SNR is one variable that deteesin
what the likelihood of receiving correct data ishus
from the given below we can say the curve line hfue
matching with the red which is the theoretical BER
which is impossible to exist in the case of MMSE
equalizer than the black curve which is the BERZB.
Thus BER is less in the case of MMSE as compared to
ZF.

Bit error probability curve for Compensate ISI using MMSE and ZF equalizer

+=@=" Simulated BER ZF equalizer
= @ = Simulated BER MMSE equalizer
—&— Theoritical BER E

Bit Error Rate (BER

Eb/No, dB

Fig: 10 Bit Error Probability curve for showing the
comparison between Zero Forcing Equalizer.

Conclusion

Thus the Effect of Inter Symbol Interference
over optical communication is studied and analyhgd
using various equalization techniques such as zero
forcing equalizer & minimum mean square error
equalizer .We are using multipath channel with fb-ta
The received signal gets corrupted by Additive Whit
Gaussian Noise (AWGN). Here we used Zero Forcing
Equalizer and Minimum Mean Square Error Equalizer
which reduces the effect of ISI introduced by tharmel
impulse response.

Zero Forcing Equalizer removes ISI but it
ultimately maximizes the signal to noise ratio bet
output of the equalizer which allows the signahtuse
ratio to maximize at the output of the equalizes itdeal
only when the channel is noise free. When the cblaisn
noisy the zero forcing equalizer amplifies the roéd a
certain frequency f where the channel responseahas
very small magnitude. Thus in this way we can sagoZ
forcing Equalizer is good for noise free channekveas
MMSE i.e. minimum mean square error equalizer is
more organized type of equalizer though it is not
completely able to remove ISI but instead it mirdes
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the power associated with the noise and ISI compisne
present in the output.
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